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Abstract. Black-box search techniques are used as general purpose optimizers and are purported to robustly solve computationally complex problems. The No-free-lunch theory (NFL) aims to understand the limitations of black-box search. As its name implies, there are typically tradeoffs when designing an algorithm: in order to perform better in a particular scenario, it needs to perform worse in another one. Disagreements over the ultimate consequences of the theory have persisted over almost two decades, with some researchers insisting that NFL results have limited applicability, and others refining the extant results to address such limitations. Regardless of their immediate applicability, NFL theorems help us understand the underlying symmetries and structure of search algorithms. Here we review the main NFL theorems and discuss their application to real world problem solving.
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Solutions to problems are easy to find: the problem’s a great contribution.
What’s truly an art is to wring from your mind a problem to fit a solution.

–Piet Hein

1. Introduction

Since the 1960s, search algorithms inspired by physical and biological processes have been a popular approach to general purpose optimization [14, 17, 12, 23, 3, 8, 28, 11, 4]. These algorithms are especially attractive to researchers working on computationally complex problems. They are frequently implemented as black-box search; that is, they are applied to optimization and search problems without exploiting a priori information about the objective function. Such algorithms acquire information about the objective function only by evaluating it. Many of these black-box search algorithms have been regarded as robust optimization techniques [14, 12, 21, 13].
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The No free lunch (NFL) theory aims to understand the fundamental limitations of algorithms. As the name implies, there are typically tradeoffs when designing an algorithm: an algorithm that performs better in one scenario performs worse in another. NFL theorems [34, 35] were conceived to investigate whether different search algorithms could differ in robustness. The original NFL theorem states that the graph of an algorithm’s performance against all objective functions has the same expected, maximum, and minimum as any other algorithm’s performance graph. In fact, all performance graphs are equal, up to a permutation.

NFL-like results have been proposed in diverse areas including machine learning [7, 36, 38], multi-objective optimization [5], discrete Laplace operators [29], induction and combinatorial problems [37], Walsh analysis [31], noise prediction [20], and others. In this review, we concentrate on NFL theorems for search.

NFL theorems have attracted considerable controversy due to their potential implications for popular black-box search techniques such as evolutionary algorithms, tabu search, simulated annealing and other nature-inspired algorithms [7, 9, 15, 1, 18]. Auger & Teytaud argued that NFL does not apply to functions over continuous domains [1]. The apparent limitations discussed in [1, 2] arise from the probabilistic framework within which original NFL theorems were expressed. However, the set-theoretic NFL theorems of Rowe, et al. [24] obviate these limitations by dispensing with probability altogether.

Other criticisms of NFL, however, are still debated. Droste, et al. [9] observed that the likelihood of facing a particular optimization problem is often not uniform. They argued that weighted average performance is, thus, the most meaningful metric to summarize aggregate optimization behavior. The original NFL assumes a uniform distribution, and was later extended to nonuniform distributions [35]. However, the nonuniformities considered by Wolpert & Macready [35] do not address all the limitations pointed out in [9]. As an attempt to alleviate the requirement for uniform average performance, and the equal consideration of all target functions, Igel & Toussaint [16] proposed a Non-Uniform NFL, which still failed to address all limitations mentioned in [9]. The Non-Uniform NFL was later proven by Rowe, et al. [24] to be a corollary of the Sharpened NFL by Schumacher, et al. [26, 27].

Similarly, Domingos [7] pointed out that instead of measuring performance in all scenarios, real world problem-solvers are employed in special, restricted contexts. Progressively more specific NFL theorems have been proposed that hold if the set of functions considered, the objective function distribution, or the relationship between functions and algorithms has special properties; permutation closure in the case of the Sharpened NFL [26, 27] and focused sets in the case of Focused NFL [32]. In practice, the assumption of permutation closure is rarely satisfied [15]; however, the generality of focused sets remains unclear.

The pitfalls for NFL applicability noted above stem from the traditional focus in characterizing the classes of functions over which some or all algorithms have the same performance. Researchers of black-box search, instead, typically establish a benchmark, and evaluate multiple algorithms over it. Performance over the benchmark is hoped to be indicative of performance over a related group of target problems. In response to this, Whitley a & Rowe [32] changed the focus of NFL to arbitrary benchmarks, and Duéñez-Guzmán & Vose [10] have subsequently begun
to develop this perspective. These results apply to collections of functions that need not be permutation closed, nor focused.

Importantly, the cautionary observations mentioned above do not invalidate NFL results, but instead warn against their misapplication. An example for which a particular NFL theorem does not apply indicates a potential opening for future research.

In this article we introduce the main theorems of NFL, focusing on their interpretation and implications for optimization problems. To facilitate reading, we exclude all proofs; the interested reader is invited to look at the original sources for these. We will first discuss deterministic algorithms and later examine stochastic algorithms. For each, we review the theoretical background and major NFL theorems. We conclude by discussing general implications of NFL for black-box search, and potential future directions of NFL research.

Part 1. Deterministic Algorithms

2. Theoretical background

The original No Free Lunch (NFL) theorems were expressed for functions of finite domain and codomain and in the language of probability [34, 35]. However, Auger & Teytaud [1, 2] showed that probability is inadequate to affirm unconstrained NFL results in continuous cases. An alternative set-theoretic expression which eliminates the limitations of probability on NFL theorems has been employed by several researchers [26, 27, 32, 24, 25, 10]. In this article, we focus on this set-theoretic expression of NFL.

Before we can enunciate the NFL theorems, we need to formalize some concepts that are commonly used in NFL theorems. These concepts include traces, algorithms, black-box search and permutations of functions.

Start by fixing two (arbitrary) finite sets $\mathcal{X}$ and $\mathcal{Y}$. A target function (or simply, a function) $f : \mathcal{X} \rightarrow \mathcal{Y}$ is an element of the space of all functions $\mathcal{Y}^{\mathcal{X}}$ with domain $\mathcal{X}$ and codomain $\mathcal{Y}$. A set of target functions will be called a benchmark. Let $y_i$ denote $f(x_i)$. A function itself can be considered as a set of pairs $(x_i, y_i)$ with the condition that $x_i = x_j$ implies $y_i = y_j$. A sequence $S = \langle s_0, \ldots, s_i, \ldots \rangle$ can be considered as a function mapping $i$ to $s_i$. As an example, the space of all sequences of elements of $\mathcal{Y}$ of length 3 is given by $\mathcal{Y}^3$, where the exponent 3 in this case is interpreted as a set containing three elements ($\{0, 1, 2\}$). A sequence of values from $\mathcal{Y}$ will be called a performance vector.

Of central importance to NFL is the concept of a trace. A trace $T$ corresponding to $f$ is a finite sequence of elements from $f$, $T = \langle (x_0, y_0), \ldots \rangle$, where the $x$-components are unique. A trace represents a particular search history of the space $\mathcal{X}$ and its corresponding target values in $\mathcal{Y}$. For instance, one can interpret trace $\langle (x_0, y_0), (x_1, y_1), (x_2, y_2) \rangle$ as a process visiting first $x_0$, evaluating $f$ on $x_0$ to obtain $y_0$, the process later visits $x_1$ obtaining $y_1$, and finally visits $x_2$ obtaining $y_2$.

To refer to the sub-components of a trace the following notation is used

- $T_x = \langle x_0, \ldots \rangle$ sequence of $x$-components
- $T_y = \langle y_0, \ldots \rangle$ sequence of $y$-components
The performance vector associated with $T$ is $T_y$.

For a sequence $S$, let $S^*$ be the range of $S$ (without order). In particular, $T^* \subset f$. Trace $T$ is total if $T^*_x = X$ (equivalently, if $T^* = f$). A trace that is not total is partial.

Let $T(f)$ be the set of all partial traces corresponding to $f$, and let the set of all partial traces be

$$T = \bigcup_{f \in \mathcal{Y}^X} T(f)$$

A search operator is a function $g : T \rightarrow X$ such that $g(T) \notin T_x^*$. A non-repeating/non-revisiting deterministic black box search algorithm $A$ corresponds to a search operator $g$, and will be referred to simply as an algorithm. Algorithm $A$ applied to function $f$ is denoted by $A_f$, and maps traces to traces

$$A_f(T) = \begin{cases} T | \langle (g(T), f \circ g(T)) \rangle & \text{if } T \in T(f) \\ T & \text{otherwise} \end{cases}$$

where $|$ denotes concatenation.

This formal definition of an algorithm corresponds to the intuitive notion of a program running on a particular target problem as follows. Algorithm $A$ runs on function $f$ by beginning with the empty trace $\emptyset$, and repeatedly applying $A_f$. At each step, the search operator of $A$ produces the new point in the search space $X$ that the algorithm will visit, and it makes this decision based on the complete history of which points the algorithm has already visited. Of course a particular search operator (and thus, an algorithm) might only use a subset of this information, or none of it at all.

Notice that this formal definition of an algorithm abstracts many details of its implementation. For instance, algorithmic complexity and running time are ignored. The restriction to deterministic algorithms is weaker than it might seem if we consider that the implementation of many stochastic algorithms, in fact, uses pseudo-random number generators that are deterministic. A pseudo-stochastic algorithm will behave differently if and only if the random seed used is different. Therefore, we simply consider the combination of the algorithm and a particular seed as a new deterministic algorithm. In Part 2, we will relax the deterministic constrain and discuss NFL results for truly stochastic algorithms.

In addition, many real-world algorithms do revisit points in the search space $X$. However, such repeating algorithms produce the same trace as a non-repeating algorithm by ignoring repeats in the trace (equivalently, taking as output of the search operator the first point in $T_x$ not previously visited). NFL theory typically ignores the case of algorithms that never visit the whole of the search space, regardless of running time. Note that such algorithms can have no better performance than alternative implementations of the same algorithm where, when caught in such a loop, simply restarts at a previously unvisited point.

Following [27], denote by $A(f)$ the total trace produced (by running $A$ on $f$ to convergence). Note that $A(f)^* = f$. Algorithms $A$ and $A'$ are regarded as equal if and only if $A(f) = A'(f)$ for all $f$. Let $\mathcal{A}(f)$ denote the performance vector $A(f)_y$ associated with running to completion algorithm $A$ on function $f$.

Permutations of the search space are central in NFL theory, and are used to define group actions on functions and algorithms [22, 26]. Symmetries of the space of functions or algorithms are expressed as permutations of the search space. Let
us denote by $\mathcal{X}!$ the set of permutations (bijections) of $\mathcal{X}$. Given a permutation (i.e. a bijection) $\sigma : \mathcal{X} \rightarrow \mathcal{X}$, the permutation of $f$ by $\sigma$ (that is, the action of $\sigma$ on the function $f$) is a new function denoted $\sigma f$ and defined by

$$(\sigma f)(x) = f(\sigma^{-1}(x)).$$

Thus, a permutation $\sigma$ of $\mathcal{X}$ may also be considered as a permutation of the space of functions $\mathcal{Y}^\mathcal{X}$ (i.e. an element of $\mathcal{Y}^{\mathcal{X}!}$) via $f \mapsto \sigma f$. Intuitively, the function $\sigma f$ behaves exactly as $f$ but over a permutation of $\mathcal{X}$. For example, if $\mathcal{X} = \{0, 1, 2\}$, $\mathcal{Y} = \{0, 1\}$, and $\sigma(x) = (x + 1) \mod (3)$ and

$$f(x) = \begin{cases} 0 & \text{if } x = 0 \\ 1 & \text{if } x = 1 \\ 0 & \text{if } x = 2 \end{cases},$$

then

$$(\sigma f)(x) = \begin{cases} 0 & \text{if } x = 0 \\ 0 & \text{if } x = 1 \\ 1 & \text{if } x = 2 \end{cases}.$$

One can also define the action of a permutation on algorithms. Given $\sigma \in \mathcal{X}!$, define the corresponding function $\sigma_x$ which maps traces to traces by $\sigma_x((x_0, y_0), \ldots) = ((\sigma(x_0), y_0), \ldots)$. Intuitively, $\sigma_x$ operates on the $x$-components of a trace by applying $\sigma$ to each of them while leaving the $y$-components unchanged. The permutation $\sigma A$ of $A$ by $\sigma$ is the algorithm corresponding to search operator $\sigma g$ defined by $(\sigma g)(T) = \sigma^{-1}(g(\sigma_x(T)))$, where $g$ is the search operator of $A$.

Actions of permutations on algorithms and functions are intimately intertwined. The following theorem shows precisely how they correspond to one another, and was first proved in [26].

**Theorem 1. (Duality)** For any algorithm $A$, permutation $\sigma \in \mathcal{X}!$, and function $f \in \mathcal{Y}^\mathcal{X}$,

$$\sigma_x(A(\sigma f)) = \sigma A(f)$$

This theorem shows that the trace of a permuted algorithm $(\sigma A)$ is the same as the trace of the algorithm over the permuted function $(\sigma f)$ after the permutation has also been applied to the search space of the trace ($\sigma_x$). The strength of this result is perhaps best shown by projecting both sides of the equation to their $y$-components. This yields $\hat{A}(\sigma f) = \sigma A(f)$ where on the left hand side the permutation $\sigma$ is acting on function $f$ (it is regarded as an element of $\mathcal{Y}^{\mathcal{X}!}$), and on the right-hand side the permutation is acting on algorithm $A$.

The map $\hat{A}$ is a bijection between functions and performance vectors. Theorem 1 implies that the performance vector of running $\sigma A$ on function $f$ is the same as the performance vector of algorithm $A$ ran on the permuted function $\sigma f$.

A set of functions $\mathcal{F} \subset \mathcal{Y}^\mathcal{X}$ is closed with respect to a set $S \subset \mathcal{X}!$ of permutations if and only if

$$\mathcal{F} = \{\sigma f : f \in \mathcal{F}, \sigma \in S\}$$

that is, every permutation $\sigma$ in $S$, when applied to a function $f$ in $\mathcal{F}$, yields another (possibly the same) function also in $\mathcal{F}$. For example, if $\mathcal{X} = \{0, 1, 2\}$, $\mathcal{Y} = \{0, 1\}$, $\sigma_i(x) = (x + i) \mod (3)$ and

$$f_j(x) = \begin{cases} 1 & \text{if } x = j \\ 0 & \text{otherwise} \end{cases},$$

then $\mathcal{F} = \{f_0, f_1, f_2\}$ is closed with respect to $S = \{\sigma_1, \sigma_2\}$, and any benchmark is closed with respect to $\sigma_0$, since $\sigma_0$ is the identity.
The set $F$ is permutation closed if and only if it is closed with respect to $\mathcal{X}!$ (all permutations of $\mathcal{X}$).

## 3. No Free Lunch theorems

The performance of algorithm $A$ over a given function $f$ is, in principle, a function of the whole trace $A(f)$. In practice, performance is independent on the order of points visited in the search space ($\mathcal{X}$). Rather, it depends only on the values (in $\mathcal{Y}$) the function takes at those points. This leads to the definition of a performance measure as given in [24]:

**Definition 2.** A performance measure with respect to $F \subset \mathcal{Y}^\mathcal{X}$ is any function $m_F$ defined over the collection of all search algorithms such that $m_F(A)$ is a function of the multiset $A(F) = \{A(f) : f \in F\}$.

Note that for finite domains, one can think of a performance measure as a function mapping performance vectors (of size $|\mathcal{X}|$) to real values. This specialized definition of performance measures leads naturally to the original NFL theorem.

**Theorem 3.** (Original NFL) Every algorithm $A$ has the same average performance over the set of all target functions $f \in \mathcal{Y}^\mathcal{X}$.

This theorem, originally enunciated by Wolpert & Macready [34], is in fact a corollary of Theorem 1.

When the multi-set of performance vectors is the same for two algorithms $A$ and $B$ ($A(F) = B(F)$), then, regardless of the performance measure $m$ both algorithms necessarily have the same average performance. It should be noted that this is a sufficient, but not necessary, condition for equal average performance. However, the NFL literature preferentially uses this definition of equal performance for it allows ignoring the role of performance measures. In the remainder of this review we might simply say *equal performance* to refer to this notion of equal average performance.

While Theorem 3 shows that any two algorithms have equal performance over all target functions, it does not characterize all sets of functions for which this is true. This characterization is the purpose of the Sharpened NFL by Schumacher [26, 27].

**Theorem 4.** (Sharpened NFL) Let $F \subset \mathcal{Y}^\mathcal{X}$.

$$\forall A, B \text{ algorithms. } A(F) = B(F)$$

if and only if $F$ is permutation closed.

This characterization shows that equal performance of all possible algorithms over a benchmark is equivalent to the benchmark having all possible symmetries (i.e. being permutation closed). For example, all algorithms have equal performance over the benchmark $F = \{f_0, f_1, f_2\}$ defined at the end of Section 2.

The Sharpened NFL has also been extended to arbitrary sets $\mathcal{X}$ and $\mathcal{Y}$ (e.g., countable, continuous, etc.) [24] with only the additional requirement that algorithms be efficient.

**Definition 5.** Search algorithm $A$ is efficient if the domain of $A(f)$ is equal to $I(|\mathcal{X}|)$ for all $f \in \mathcal{Y}^\mathcal{X}$, where $I(\alpha)$ denote the set of ordinal numbers less than $\alpha$, and $|S|$ denotes the smallest ordinal $\alpha$ such that $\alpha = |S|$.
Efficient algorithms are, intuitively, ones that, when applied to any function, cover any point in the search space \( \mathcal{X} \) in at most \( |\mathcal{X}| \) steps (which is trivially true for finite \( \mathcal{X} \)). One example of a non-efficient algorithm is given in [24]:

Let \( \mathcal{X} \) be the positive integers and consider \( \mathcal{A} \) which explores 1, 3, 5, \ldots before moving on to 2, 4, 6, \ldots unless \( f(1) = 1 \) in which case \( \mathcal{A} \) enumerates 1, 2, 3, \ldots

Notice that there are functions for which this algorithm spends an infinite amount of steps and still has not visited 2.

A word of caution: When the cardinality of \( \mathcal{X} \) is larger than countable, efficiency of an algorithm is not synonymous with the algorithm visiting every point of the search space \( \mathcal{X} \) in finite time.

The requirement of permutation closure in Theorem 4 has been seen as a potential drawback [15, 16], since the number of benchmarks that are permutation closed is

\[
2 \left( \frac{|\mathcal{X}| + |\mathcal{Y}| - 1}{|\mathcal{X}|} \right)
\]

which is small when compared to the number of possible benchmarks \( 2^{|\mathcal{X} \times \mathcal{Y}|} \).

Igel & Toussaint [16] attempted to generalize Theorem 4 in such a way that the average performance is weighed over a special probability distribution over a benchmark. The so-called Non-Uniform Sharpened NFL theorem is, however, a corollary of the Sharpened NFL [24].

To alleviate the need for permutation closed benchmarks, Whitley and Rowe [32] shifted from all possible algorithms to only a subset of algorithms having equal performance.

Benchmark \( \mathcal{F} \) is focused with respect to a set \( \mathfrak{A} \) of algorithms, if and only if \( \mathcal{A}(\mathcal{F}) \) is independent of \( \mathcal{A} \in \mathfrak{A} \). In other words, all algorithms in \( \mathfrak{A} \) have the same set of performance vectors over the benchmark. Notice the parallel between the notion of \( \mathcal{A}(\mathcal{F}) \) being independent of \( \mathcal{A} \) for all algorithms used in the Sharpened NFL and this notion of independence for a particular set of algorithms \( \mathfrak{A} \) in focused benchmarks. In fact, we can rephrase Theorem 4 as:

Benchmark \( \mathcal{F} \) is focused with respect to the set of all algorithms if and only if it is permutation closed.

As we will see later, the concept of a focused benchmark is tied to a group of permutations in an analogous way to the concept of permutation closure of benchmarks.

For each pair of algorithms \( \mathcal{A} \) and \( \mathcal{B} \), \( \mathcal{A}^{-1} \mathcal{B} \) induces a permutation of \( \mathcal{Y}^{\mathcal{X}} \). This happens because for any algorithm \( \mathcal{A}, \mathcal{A} \) is a bijection between the set of all target functions and the set of all performance vectors. These permutations induced by pairs of algorithms need not form a group, but one may consider the group they generate. This is precisely what the following definition does.

**Definition 6.** For any set \( \mathfrak{A} \) of algorithms, let \( \mathcal{G}_{\mathfrak{A}} \) be the subgroup of \( \mathcal{Y}^{\mathcal{X}}! \) generated by

\[
\{ \mathcal{A}^{-1} \mathcal{B} : \mathcal{A}, \mathcal{B} \in \mathfrak{A} \}
\]

This leads to the Focused NFL theorem.

**Theorem 7.** (Focused NFL) Benchmark \( \mathcal{F} \) is focused with respect to a set \( \mathfrak{A} \) of algorithms if and only if it is closed with respect to \( \mathcal{G}_{\mathfrak{A}} \).
Figure 3.1. Schematic representation of the progressive specificity of NFL theorems. The Original NFL was concerned with all algorithms having equal performance over all functions. The Sharpened NFL strengthens the requirement from all functions to permutation closed benchmarks. Finally, Focused NFL deals with subsets of algorithms having equal performance over focused benchmarks.

The original Focused NFL theorem was expressed as an implication in [32]. Here we opt for its most general expression as given in [10].

The implications of Focused NFL merit some discussion. It characterizes all possible benchmarks over which arbitrary collections of algorithms must necessarily have equal performance. In principle, one could imagine starting with a benchmark \( F \) and an algorithm \( A \) (as is customary in performance evaluation) and ask if there exists any other algorithm \( B \) with the same performance as \( A \) (i.e. if \( A(F) = B(F) \)). As it turns out, such a \( B \) exists if and only if there is some non-trivial permutation under which \( F \) is closed. Focused NFL tells us that, in general, we cannot do better.

Figure 3.1 depicts the transition from considering all algorithms and all target functions in the Original NFL, to permutation closed benchmarks in Sharpened NFL, and finally to focused sets of functions for particular sets of algorithms in Focused NFL.

In real world applications, algorithms are seldom run until they have exhausted the search space. For instance, the search space might be vast, and the practical reason for using a black-box search algorithms is precisely to avoid enumerating all possible solutions.

Consider now algorithms restricted to \( \gamma \in \mathbb{N} \) steps. The projection \( \pi_{\gamma} \) of a sequence \( x = (x_0, x_1, \ldots) \) to their first \( \gamma \) elements is simply given by
\[
\pi_{\gamma}(x) = (x_0, \ldots, x_{\gamma-1}).
\]
Following [10], let us abbreviate \( \pi_{\gamma} \circ \tilde{A} \) by \( \tilde{A}_{\gamma} \). In this way, applying algorithm \( A \) to function \( f \) for \( \gamma \) steps yields the performance vector \( \tilde{A}_{\gamma}(f) \). Notice that, even though \( \tilde{A} \) is a bijection between functions and performance vectors, \( \tilde{A}_{\gamma} \) is no-longer 1–1. Because of this, we will consider multisets of performance vectors instead of sets. A multiset extends concept of a set by allowing elements to appear more than once and is denoted by double brackets \( \{\} \). We extend \( \pi_{\gamma} \) to multisets by
\[
\pi_{\gamma}S = \{\pi_{\gamma}(s) : s \in S\}.
\]
A benchmark \( \mathcal{F} \) is focused with respect to a set \( \mathcal{A} \) of algorithms and integer \( \gamma \) if and only if the multiset
\[
\tilde{A}_{\gamma}(\mathcal{F}) = \{\tilde{A}_{\gamma}(f) : f \in \mathcal{F}\}.
\]
is independent of $\mathcal{A} \in \mathfrak{A}$. Similarly to the case of Focused NFL above, we define the set of permutations $G_{\mathcal{A}} \subset G_{\mathfrak{A}}$ defined for $\mathcal{A} \in \mathfrak{A}$ by

$$G_{\mathcal{A}} = \{ \tilde{\mathcal{A}}^{-1} \tilde{\mathcal{B}} : \mathcal{B} \in \mathfrak{A} \}$$

The following theorem, due to Whitley, et al. [32] (and later refined in [10]) generalizes the Focused NFL to a number of steps.

**Theorem 8.** ($\gamma$-step Focused NFL) The benchmark $\mathcal{F}$ is focused with respect to a collection $\mathfrak{A}$ of algorithms and integer $\gamma$ if and only if for some $\mathcal{A} \in \mathfrak{A}$ and all $\alpha \in G_{\mathcal{A}}$,

$$\tilde{\mathcal{A}}_{\gamma}(\mathcal{F}) = \tilde{\mathcal{A}}_{\gamma}(\alpha \mathcal{F})$$

Moreover, if the above holds for some $\mathcal{A} \in \mathfrak{A}$ then it holds for all $\mathcal{A} \in \mathfrak{A}$.

In contrast to Focused NFL, in the $\gamma$-step Focused NFL ($\gamma$FNFL) theorem above, $G_{\mathcal{A}}$ is not necessarily the group $G_{\mathfrak{A}}$. Indeed, in general it is not even a group. Closure over $G_{\mathcal{A}}$ is enough to guarantee equal performance when restricted to $\gamma$ steps, whereas closure with respect to the full group $G_{\mathfrak{A}}$ was necessary in Theorem 7.

Focused benchmarks, characterized in Theorem 8, exhibit some interesting cyclic properties. Given algorithm $\mathcal{A}$ and integer $0 \leq \gamma \leq |\mathcal{X}|$, define the equivalence relation $\equiv$ on $\mathcal{V}^{\mathcal{X}}$ by

$$f \equiv f' \iff \tilde{\mathcal{A}}_{\gamma}(f) = \tilde{\mathcal{A}}_{\gamma}(f')$$

that is, two functions are considered equivalent at $\gamma$ steps under algorithm $\mathcal{A}$, if they produce the exact same performance vector.

**Definition 9.** A benchmark $\mathcal{F}$ is cyclic with respect to algorithm $\mathcal{A}$, integer $0 \leq \gamma \leq |\mathcal{X}|$, and permutation $\alpha \in \mathcal{V}^{\mathcal{X}}$ if and only if for some positive integer $\ell$,

$$\mathcal{F} = \{ f_0, \ldots, f_{\ell-1} \} \text{ where } \alpha(f_i \mod \ell) \equiv f_{i+1 \mod \ell}$$

This leads to the following decomposition theorem by Duénez-Guzmán & Vose [10]: every focused benchmark can be decomposed into a disjoint union of cyclic benchmarks.

**Theorem 10.** Benchmark $\mathcal{F}$ is focused with respect to a set $\mathfrak{A}$ of algorithms and $0 \leq \gamma \leq |\mathcal{X}|$ if and only if for some $\mathcal{A} \in \mathfrak{A}$ and all $\alpha \in G_{\mathcal{A}}$,

$$\mathcal{F} = \bigcup_{j \geq 0} \mathcal{F}_j$$

where the union above is disjoint, and each $\mathcal{F}_j$ (which may depend on $\mathfrak{A}$, $\mathcal{A}$, $\gamma$, and $\alpha$) is cyclic with respect to $\mathcal{A}$, $\gamma$, and $\alpha$.

While the decomposition is not (necessarily) unique, it is a complete characterization of focused benchmarks, like in $\gamma$FNFL.

### Part 2. Stochastic Algorithms

#### 4. Theoretical background

In the previous section, we considered exclusively deterministic algorithms. Here, we show the extension of NFL theory to truly stochastic algorithms (sometimes called randomized algorithms [10]). A stochastic algorithm is simply a probability distribution over the space of deterministic algorithms. In any particular run
on a target function \( f \), an stochastic algorithm must necessarily produce a trace that is compatible with \( f \). Therefore, a particular run of an stochastic algorithm on function \( f \) will produce exactly the same trace as some deterministic algorithm \( A \) (i.e. it behaves indistinguishably from \( A \)).

Formally, a stochastic algorithm is described by a probability vector \( \mu \) indexed over the set \( D \) of all deterministic algorithms. We will use the probability vector \( \mu \) itself to refer to the stochastic algorithm. We index the components of \( \mu \) with deterministic algorithms \( A \). Thus, the \( A \)-th component \( \mu_A \) is the probability the stochastic algorithm behaves like \( A \). In procedural terms, stochastic algorithm \( \mu \) runs on \( f \) by choosing \( A \) with probability \( \mu_A \) and then applying algorithm \( A \) to \( f \).

Stochastic algorithms are identified with elements of the simplex \( \Lambda_D \) defined by

\[
\Lambda_D = \{ x \in \mathbb{R}^{|D|} : i \in D, x_i \geq 0, \sum_i x_i = 1 \}.
\]

Note that the collection of stochastic algorithms \( \Lambda_D \) contains the set of (deterministic) algorithms at the corners of the simplex. The support \( S_{\mu} \) of random algorithm \( \mu \) is the set of algorithms \( A \) for which \( \mu_A > 0 \). A deterministic algorithm \( \mu \) has a unique nonzero component \( \mu_A = 1 \) (we will call such support, trivial). In this case, we use \( A \) indistinguishably from \( \mu \).

Like before, we can define the action of a permutation on stochastic algorithms. Given \( \sigma \in \mathcal{X} \) and \( \mu \in \Lambda_D \), the stochastic algorithm \( \sigma \mu \) is defined by

\[
(\sigma \mu)_A = \mu_{\sigma^{-1}A}.
\]

Intuitively, the stochastic algorithm \( \sigma \mu \) applied to \( f \), chooses algorithm \( A \) with probability \( \mu_A \) and then runs \( \sigma A \) on \( f \). Random algorithms \( \mu \) and \( \mu' \) are equivalent, denoted by \( \mu \equiv \mu' \), if and only if for all functions \( f \in \mathcal{Y}^X \) and every trace \( T \),

\[
\text{Prob} (\mu(f) = T) = \text{Prob} (\mu'(f) = T)
\]

where the total trace \( \mu(f) \) is the result of applying \( \mu \) to \( f \) is equal to \( A(f) \) with probability \( \mu_A \). In other words, two stochastic algorithms are equivalent if the probability of generating a particular trace from a particular function is the same for both.

A performance measure \( m \) (simply called a measure) is extended to stochastic algorithms in the natural way: the performance of \( \mu \) on \( f \) as measured by \( m \) is

\[
m(\mu,f) = \sum_A m(\mathcal{A}(f)) \mu_A
\]

Measure \( m \) has, therefore, two interpretations. In one, it assigns real values to performance vectors, whereas in the other, it measures the expected performance of \( \mu \) on \( f \), aggregated and weighted over all deterministic algorithms. With the performance of the stochastic algorithm \( \mu \) over a function defined, the expected performance of stochastic algorithm \( \mu \) over benchmark \( \mathcal{F} \) is

\[
\mathcal{E}(\mu,\mathcal{F}) = \frac{1}{|\mathcal{F}|} \sum_{f \in \mathcal{F}} m(\mu,f)
\]

and is referred to as expected average performance. Notice that \( \mathcal{E} (\cdot, \cdot) \) depends on the measure \( m \). An important observation is that the expected average performance is a linear function of algorithms.

**Proposition 11.** (Linearity) \( \mathcal{E}(\cdot, \cdot) \) is linear in its first argument.
The Duality Theorem (1) can be extended to stochastic algorithms [10]. This theorem shows the link between permutations of stochastic algorithms and permutations of functions in the same way the deterministic Duality Theorem did.

**Theorem 12.** (Expected Duality) For every measure $m$, stochastic algorithm $\mu$, benchmark $F$, and permutation $\sigma \in X!$,

$$E(\sigma \mu, F) = E(\mu, \sigma F)$$

Intuitively, this theorem states that applying a permuted stochastic algorithm to a benchmark is the same, in the sense of expected performance, as applying the stochastic algorithm to a permuted benchmark.

### 5. No free lunch theorems

The restriction of traditional NFL theorems to deterministic algorithms might appear a shortcoming. However, even if one insists on considering truly stochastic algorithms, Proposition 11 has some immediate implications. A linear function over a convex set such as $\Lambda_D$ must necessarily attain its maximum and minimum at the boundary (in particular, since $\Lambda_D$ is a simplex, it attains them at a corner).

With this, it is possible to prove that regardless of the measure $m$ and benchmark $F$ used, a non-trivial (i.e. non deterministic) stochastic algorithm will have the same performance as infinitely many other stochastic algorithms. Moreover, if $m$ is not constant with respect to $F$ and the support of $\mu$, then there necessarily exist stochastic algorithms with larger and smaller average expected performance than $\mu$. This is expressed formally in the following proposition [10].

**Proposition 13.** For every measure $m$, stochastic algorithm $\mu$, and benchmark $F$, if $m$ is non-constant with respect to $F$ and $S_\mu$, then there exist infinitely many $\mu'$ and $\mu''$ with support $S_\mu$ such that

$$E(\mu', F) < E(\mu, F) < E(\mu'', F)$$

If $m$ is constant with respect to $F$ and $S_\mu$, then $S_\eta \subset S_\mu \implies E(\eta, F) = E(\mu, F)$.

Given benchmark $F$, the group $H(F)$ of benchmark symmetries is

$$H(F) = \{ \sigma \in X! : \sigma F = F \}.$$

Notice that the set of benchmark symmetries is intrinsic to the benchmark $F$. As a consequence of Expected Duality, for any permutation $\sigma$ in $H(F)$ and any stochastic algorithm $\mu$, the expected performance of $\mu$ is the same as that of $\sigma \mu$. The following theorem by Rowe & Vose [25] expresses this formally.

**Theorem 14.** Given a benchmark $F$, the set of algorithms $H(F)\mu$ has the same expected average performance over benchmark $F$. Moreover if $F$ is permutation closed, $E(\mu, F) = E(\mu', F)$ for any stochastic algorithm $\mu'$.

In the theorem above, $H(F)\mu$ denotes the set of all the permutations of $\mu$ given by elements of $H(F)$ (the group of benchmark symmetries.) If benchmark $F$ is permutation closed, then $H(F)$ is the group of all permutations $X!$, and thus all stochastic algorithms have the same performance.

Benchmark symmetries were generalized in [25] to depend upon the measure $m$ as well as the benchmark $F$, and a result similar to the Focused NFL emerges
which, likewise, depends upon \( m \). Given benchmark \( F \), the collection \( H_m(F) \) of benchmark invariants is
\[
H_m(F) = \{ \sigma \in \mathcal{X}^! : \forall A . \mathcal{E}(\sigma A, F) = \mathcal{E}(A, F) \}.
\]

The set of benchmark invariants is intrinsic to the benchmark and the measure. The following theorem by Du´e˜nez-Guzm´an & Vose [10] is analogous to the previous theorem, but for benchmark invariants instead of for benchmark symmetries.

**Theorem 15.** The set of benchmark invariants \( H_m(F) \) is a group (under composition) for every measure \( m \) and benchmark \( F \). For every stochastic algorithm \( \mu \), the stochastic algorithms in \( H_m(F)\mu \) all have the same expected average performance over \( F \).

This theorem can be specialized to algorithms run for \( \gamma \) steps. Since benchmark invariants depend on the measure \( m \), we can consider a measure that is restricted to only the first \( \gamma \) components of a performance vector. Formally, let \( m_\gamma \) be \( m \circ \pi_\gamma \) for some \( 0 \leq \gamma \leq |\mathcal{X}| \) and some measure \( m \). For every stochastic algorithm \( \mu \), the \( \gamma \)-step expected average performance of the collection of algorithms \( H_{m_\gamma}(F)\mu \) is identical over benchmark \( F \).

The sets of benchmark symmetries and benchmark invariants are important because they capture the inherent symmetries of a benchmark, in the sense that algorithms transformed by the permutations in them have the same average performance. The following theorem ties together the concept of benchmark invariants with the familiar concept of permutation closure of deterministic NFL theorems [10].

**Theorem 16.** For every measure \( m \) and benchmark \( F \),
\[
\sigma \in H_m(F) \implies H_m(\sigma F) = H_m(F)
\]

By the Focused NFL theorem, we know that given a collection of algorithms \( \mathfrak{A} \), \( \mathfrak{G}_\mathfrak{A} \) is a group such that if benchmark \( F \) is focused with respect to \( \mathfrak{A} \), then \( F \) is closed with respect to the permutations in \( \mathfrak{G}_\mathfrak{A} \). Moreover, the \( \gamma \)-step Focused NFL theorem simplifies to the normal Focused NFL when \( \gamma = |\mathcal{X}| \). In contrast, it is not necessarily true that \( F \) is closed with respect to the permutations in \( H_m(F) \), even when \( \gamma = |\mathcal{X}| \).

Theorem 16 tells us that for any \( \sigma \in H_m(F) \), benchmark \( \sigma F \) has the same benchmark invariant as \( F \). This means that while the benchmark itself is not preserved under the action of \( H_m(F) \), the benchmark invariant itself is preserved under the action of \( H_m(F) \).

We conclude this section with two results that deal with matching the performance of a particular algorithm on a benchmark. It turns out that, for every measure, the performance of any stochastic algorithm on any benchmark can be matched in a non-trivial way.

**Proposition 17.** For every measure \( m \), stochastic algorithm \( \mu \), and benchmark \( F \), there exist \( F' \) and \( \mu' \) such that \( \mathcal{E}(\mu, F) = \mathcal{E}(\mu', F') \) where \( F' \neq F \) or \( \mu' \) may be chosen arbitrarily.

One might hope for a variant of Proposition 17 asserting that for every \( m \), \( \mu \), and \( F \), there exists \( \mu' \neq \mu \) for which \( \mathcal{E}(\mu, F) = \mathcal{E}(\mu', F) \) when \( \mu \) is nontrivial. However, this is not the case in general. The following example was given in [10]:
If $\mathcal{X} = \mathcal{Y} = \{0, 1\}$, then there are only two possible deterministic algorithms $\mathcal{D} = \{A, B\}$ where

\[
A(f) = ((0, f(0)), (1, f(1))) \\
B(f) = ((1, f(1)), (0, f(0)))
\]

If benchmark $\mathcal{F}$ contains only the identity function, and the performance measure is

\[
m((y_0, y_1)) = 2y_0 + y_1,
\]

it then follows that $H_m(\mathcal{F})$ is the trivial group (it contains only the identity). The example above demonstrates that the following cannot be improved.

**Proposition 18.** Let $|\mathcal{D}| > 2$. For every measure $m$, benchmark $\mathcal{F}$, and nontrivial stochastic algorithm $\mu$, there exist infinitely many $\mu' \neq \mu$ such that $E(\mu, \mathcal{F}) = E(\mu', \mathcal{F})$.

These two results highlights how the performance of stochastic algorithms allows for even more symmetries than deterministic ones. There is no restriction of permutation closure with respect to any set or group of permutations.

### 6. Discussion

Several progressively more general No Free Lunch theorems have been proposed [35, 27, 16, 32, 24, 10]. All of these theorems improve our understanding of the applicability and limitations of black-box optimization algorithms. Understanding these limitations is relevant in two different ways. First, there is a need for a more meaningful way of comparing algorithm performance than simply analyzing the performance over a benchmark set of functions. Second, they provide a way to clearly define when algorithms are truly better than others.

The traditional approach of NFL theorems, discussed in Part 1, is the characterization of the sets of functions for which a particular set of algorithms have equal performance. For instance, the original NFL considered all target functions. Schumacher, et al. [27] later found that the set of all functions is not required to guarantee equal performance, showing that permutation closure is the relevant property. In a similar way, the result proposed by Whitley & Rowe [32] was sharpened and extended in [10] to characterize all focused sets of functions.

While the original formulation of the NFL theorem was concerned with all algorithms having the same average performance over a set of functions, later the Focused NFL [32] restricted its study on fixing a set of algorithms and finding sets of functions over which the algorithms in question had equal performance. In [10] a different approach to NFL results was also explored. Instead of trying to find the set of functions for which a set of algorithms perform equally on average, it is possible to ask under which conditions, given a set of functions and an algorithm, one can find other algorithms or sets of functions that have equal performance. Section 5 gives the main results in this direction. This result addresses, at least partially, one of the long standing criticisms to NFL theorems, namely that they only apply to benchmarks with restrictive properties.

The extensions of NFL to stochastic algorithms in Part 2 show that regardless of the benchmark function and random algorithm under consideration, there is always at least another random algorithm with the same performance as the original algorithm over that benchmark. Moreover, under arguably general conditions, given
any algorithm, there are (infinitely many) other algorithms that perform better and others that perform worse. In Section 5, we discussed that the performance of an algorithm on a particular benchmark can be matched by some other algorithm on some other benchmark. Also, the maximal performance of a stochastic algorithm on a benchmark is attainable, but typically at a vertex of the simplex, thus reducing to a deterministic algorithm. Furthermore, this maximization of performance on the benchmark offers no clear indication of performance on other functions. Indeed, by the Sharpened NFL theorem, there exists another deterministic algorithm that performs at least as well in some other benchmark. The concept of benchmark invariants given at the end of Section 4, is analogous for stochastic algorithms to the concept of permutation closure for deterministic algorithms.

**Future directions.** There is a large amount of research done in developing and empirically improving heuristic optimization algorithms. In contrast, little effort has been devoted to understanding their theoretical limitations and overall behavior. Virtually nobody argues against the practical importance and success of heuristics. However, it is crucial to balance the empirical progress with theoretical understanding. Despite claims that everything on NFL has already been said [30], new and more powerful NFL theorems are still being found.

The applicability of NFL results to classes of functions considered of “real-world importance” is frequently questioned. While some progress has been recently achieved in this regard (see Section 5), there is still ample room for research in this area. Droste, *et al.* [9] describe what they consider realistic scenarios for black-box search. Their observations present an opportunity for further NFL research, and they can be summarized as pertaining to three broad categories: modality, separability and compressibility.

The *modality* of a function is how many local maxima (or minima) the function has. A unimodal function has a unique maximum (minimum), while a multimodal function has many. Modality is, therefore, generally used as a proxy for optimization difficulty, an observation that is empirically supported. Some efforts to understand the relationship between black-box search and modality have been published [33, 6], but more research is needed.

*Separability* means that the optimum of a target function can be obtained by independently optimizing each of its variables. Separability is considered to indicate ease of optimization. The extent of the relevance of the class of separable functions to NFL theorems is currently unknown.

*Compressibility* refers to the possibility of describing a target function in a compact form instead of having to enumerate all its \((x, y)\) pairs. Intuitively, highly structured functions can be represented succinctly, like \(f(x) = x^2\), while completely unstructured ones require the enumeration of all \((x, y)\) pairs. Formally, a function is compressible if its Kolmogorov length [19] is shorter than its plain representation length. Interestingly, Schumacher, *et al.* [27] pointed out that permutation closed benchmarks can be highly compressible, and their argument extends to focused benchmarks. Therefore, not all compressible functions violate the assumptions of NFL, but it is not known to what extent they are relevant for NFL theory.

There are, however, many other classes of functions that researchers can consider realistic. Perhaps the most difficult obstacle in finding NFL results for problems of “real-world importance” is not mathematical at all: researchers do not
agree on what precisely “real-world importance” means. Without a precise definition, there is little hope for the formulation of a mathematical result.

From a purely theoretical perspective, there are still several open questions in NFL. A characterization of benchmark symmetries $H(F)$ and benchmark invariants $H_m(F)$ would be desirable. As of yet, little has been said about stochastic algorithms limited to a number of steps (but see Theorem 15). Compared to properties of benchmarks, little is known about the properties of search operators (the workhorses of algorithms). The particular way an algorithm explores the search space is precisely what differentiates it from others. More research is needed on the symmetries underlying the space of algorithms (beyond the Duality theorems), and on identifying the properties of search operators that are relevant for performance; especially for performance over a “real-world” class of target functions.

At its inception, NFL theory caused some stir in the optimization community. Some people saw it as highlighting a fundamental flaw in black-box search algorithms, while others saw it as merely a mathematical curiosity. The ensuing debate lasted several years, and many researchers settled on a view of NFL as a modest cautionary tale: there are some classes of problems for which blind search is useless, but if you steer away from those, you are fine. However, there is, perhaps, a broader lesson here. Developing a branch of knowledge exclusively resting on empirical assessments is a risky enterprise. Whether NFL applies to a given set of functions and algorithms or not, critical thinking about algorithms and their performance assessment may enable us to avoid pitfalls. Showcasing an algorithm’s properties on a benchmark might be appropriate sometimes, but if we are to ever truly understand what makes an algorithm better, we need to understand what better means mathematically.
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